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Convenient expressions for practical calculations are derived for the matrix elements of the 
interaction between electrons and an electromagnetic field near the nucleus. The Coulomb 
field is taken into account with an accuracy up to terms proportional to (a Z )2. 

IT is known that it is impossible to find a con­
venient analytic expression for the exact relativ­
istic wave functions of electrons in a Coulomb 
field. As approximations to the wave function one 
may use the Furry-Sommerfeld-Maue (FSM) func­
tion1 or the Born series with respect to the Cou­
lomb field, cut off at some term. If the small an­
gular momenta cannot be neglected, the FSM func­
tion is valid only with an accuracy up to terms 
proportional to a Z for arbitrary energies. The 
Born series for the wave function, which is useful 
only for large energies, has been employed only 
for the calculation of the correction proportional 
to aZ (see, for example, reference 2). An excep­
tion to this is the problem of the elastic scattering 
of electrons by a Coulomb field, for which the 
probability has been calculated up to terms pro­
portional to ( aZ )2 (reference 3). 

In the first section of the present paper we es­
tablish the connection between the FSM function 
and the Born series; on the basis of this connec­
tion the correction proportional to ( aZ )2 to the 
FSM function will be separated out. In the second 
section we shall derive convenient working formu­
las for the general matrix elements of the consid­
ered processes in second Born approximation, 
i.e., with an accuracy up to terms (aZ)2. As the 
perturbing potential we take an initially screened 
Coulomb potential. The screening parameter will 
be set equal to zero in the final result, and it will 
be shown that the terms which are divergent under 
this operation cancel out. 

1. WAVE FUNCTIONS OF THE FREE PARTICLES 

The matrix element for electronic processes 
near the nucleus (photoeffect, conversion, brems­
strahlung and pair creation, elastic scattering of 
the electron) can be written in the form 

W = ~ "IJl;t (r) B (r) "ljl1 (r) dr, (1) 

where 1/J ( r) are the electron wave functions of the 
continuous or discrete spectrum in the Coulomb 
field of the nucleus, and B ( r) is the four-potential 
of the electromagnetic field. 

In momentum space formula (1) takes the form 

w = ~ ~ <rt (f2)B (k) <r1 (h) df1 df2, 

B (k) = ~ e-ikrB (r) dr, k = f 2 - f1 • (2) 

For our later discussion it is convenient to sep­
arate out only the functions of the discrete spectrum 
in the matrix element. If, therefore, one of the 
wave functions (for example, cp 1) belongs to the 
discrete spectrum, we write expression (2) in the 
form 

w = ~ <r;t (f) df ~ 73 (k) <r1 (f- k) dk 

= ~ <p+ {p, f) J (v) df = (p J J, 

J (v) = ~ B {k) <p1 {v) dk, v = f- k. (3a) 

We shall deal with the function J as a function of 
v, assuming that the integration over f is done be­
fore the integration over k. 

In order to make the notation consistent, we 
write, if both functions belong to the continuous 
spectrum, the matrix element (2) also in the form 

W = ~ <p+ (p2 , f2)J (v) <p (Pt• f1) df1 df. = <P•I J I Pt), (3b) 

where now J(v) =B(v), v=k=f2 -f1. 
We use Dirac's integral equation with a 

screened Coulomb potential - eze-A.r /r for "in­
coming'' waves in the momentum representation: 

<p(p, f)= 6 (p- f) u (p) + ~ 1.~;;.~ ie ~q2 ~ t.• 19 (s)ds, (4) 
where fs 
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qfs = f- S, fO=pO=£, j = Y};, 

(ip + m) u (p) = 0, li=c=l. 

The wave function can be expressed in the form 
of a power series in {3: 

cp (p, f) = {6 (f- p) + ~ (m- ifh, 
(f2- p2- ie) (q1P + }.2) 

+~2 (m-itli• \ (m-iSJr4 ds 
f2-p2-ie) (q1s+}.2)(s2-p2-ie)(q~p+}.2) + ... 

+ ~n (m- if}j, 
f 2 - p2 - ie 

~ (m- i;,_1) i• ... (m - i8;.)i4 dsn 1 .•• ds1 

X 2 
(qf•n-1 + ).2) ... (s~- p2- ie) (q~tP + ).2) 

where s~ = E = po. 

+ .. 'J\ u (p), 
(5) 

Expressions for the matrix elements calculated 
from a finite number of terms of (5) can be used 
only for large momenta owing to the presence of 
terms proportional to ( aZE/p )n (see Sec. 2). To 
obtain an expansion in aZ which is valid for ar­
bitrary values of p, we must sum up all those 
terms in (5) which lead to the appearance of the 
parameter aZE/p. 

For this purpose we use the identity 

(m- is) r. = 2£ + {(.p + r, (ip + m), 

to transform expression (5) to the new series 

IJl (p, f) = IJlo (p, f) + cp1 (p, f) + IJln (p, f) + ... , (6) 

which is constructed in the following way: cp 0 con­
tains all terms of (5) with numerators which do not 
involve Dirac matrices, i.e., which are proportional 
to (2E)n (n = 0, 1, 2, ... ); CfJI contains all terms 
with_numerators of the form Qfp(2E)n-1, i.e., pro­
portiOnal to the remaining part of the numerator 
of the second term of (5); in CfJn we include all 
terms with numerators of the form ( m - if) y 4 

x <i'sn_1p( 2E )n-2, i.e., proportional to the remain­
ing part of the numerator of the third term of (5), 
etc. 

We thus obtain 
IJlo (p, f) = {6 (f- p) + 2E~ + (2£~)2 

(f2-p2-ie)(q1p+}.2) f2-p2-ie 

X~ (q's + ).2) (s2_::_ ie)(q~P + ).2) + .. ·} u (p) =I 0.0) 

+ 2£~ 11.0) + (2£~)2 12.0) + ... , (7a) 
00 

1Jl1 (p, f)=~ ~ (2E~)k-II k, I)= 2~ q1Pcp0 (p, f), 
k=l 

I k, I) = qfp I k, 0); (7b) 
00 

IJln (p, f) = ~2 ~ (2£~)k-21 k, II) = ~ (m- tn ~· (' <i'I (p, s) ds 
h=2 f2- p2- 18 ~ qfs + ).2 ' 

ik II· f)= (m-ifli• ~I k-1, I; s) d (7c) 
, , f2- p•- ie q• _]__ ).2 s. 

fs ' 

It is easily seen that cp 0 without the spinor fac­
tor u ( p ) is a solution of the ordinary Schrodinger 
equation: 

IJlo (p, f) = 6 (p- f) + 2£~ . \ ds IJlo (p, s) • 
f 2- p2- te ) (q}s + ).2) 

The solution of this equation in coordinate space 
has the form 

'¢o(P, r) = N/P~fr(- i~; 1; ip), 

where 

N2 =2n~/(1-e2"~). ~=a.ZEjp, p=pr-pr. 

By going over to coordinate space in (7b), we 
obtain an expression for 1/Jo + ¢1: 

'¢o + '¢1 = {1- i ~~ Vr- ~~ P}'¢0 (p, r). (8) 

This is the FSM function (see, for example, ref­
erence 1). Except for the terms with small l in 
the expansion of the total 1/J in terms of eigenfunc­
tions of the angular momentum, the function (8) is 
an exact solution of the Dirac equation for large 
E.1 We do not wish to restrict ourselves to prob­
lems in which the small l do not play any role, 
and we shall therefore regard expression (8) as 
an expansion in aZ which is valid for all momenta. 
The matrix elements for many problems (as the 
ones enumerated above ) can be easily computed 
with the help of the function (8). However, in those 
cases where the small l cannot be neglected, the 
resulting expressions will be correct only with an 
accuracy up to terms proportional to aZ. 

It follows from the discussion above that we 
must add the function (7c) to the function (8) if we 
want to take account of the corrections propor­
tional to ( aZ )2. If we restrict ourselves to large 
energies only, it suffices to substitute in (7c) only 
the first term. Using the identity 

(m- if) r-:q,pu (p) = [2 (pq,p) + qf;qspl u (p), 

this term can be written in the form 

cp;1 (p, f) = ~2 { 1 \ 2 (pq,P) ds 
f2- p2- ie) (q/8 + ).2) (s2 - p•- ie) (q;P + /._2) 

+ CJtp \ Q8 pds ·} 
f2-p•-ie.\ (qys+/,2)(s2-p2-ie)(q~P+f.2) u(p) 

(7c') 

We note that the magnitude of the matrix ele­
ment computed with the help of the function (7c') 
may serve as a criterion for the legitimacy of neg­
lecting the terms with small l. 

Writing the function cp II ( p, f) in coordinate 
space, 
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'i'u (p, r) = ~ eifrcpll (p, f) df, 

we obtain the following expressions for the matrix 
elements (1) to (3): 

a) One of the functions belongs to the discrete 
spectrum: 

W = ~ ['IJlo (p, r) + '1Jl1 (p, rW J (r) dr 

+ ~ cpi! (p, f) J (v) df, 
(9a) 

where J ( r) = B ( r) ¢1 ( r); J ( v) is defined by for­
mula (3a). 

b) Both functions belong to the continuous spec­
trum: 

W = ~ ['IJlo (p., r) + '1Jl1 (pz, rW if (r) ['IJlo (pi, r) 

+ '1Jl1 (Pl> r)] dr + {~ cpi! (p., f) JI(v) df + (2 ~ 1)}, (9b) 

where 

J. (v) = ~ e-ilr if (r) '1Jl0 (p5 , r) dr = ~ B (k) cp0 (p5 , v) dk, 

v = f- k. 
The symbol ( 2 ~ 1 ) denotes the interchange of 
the indices 1 (initial state ) and 2 (final state ) . 

Thus, if the matrix elements can be computed 
with the help of the function (8), the correction 
quadratic in aZ to the probability is determined 
by the integral 

(2, II! J = S cp~ (p, f) J (v) df. (9c) 

This integral will be calculated in Sec. 2, using the 
function (7 c'). 

2. CALCULATIONS IN THE SECOND BORN 
APPROXIMATION 

For large energies the first three terms of the 
series (6) coincide with the first three terms of 
the series (5) with an accuracy up to and including 
terms proportional to ( aZ )2• Therefore, if it is 
impossible for some reason to calculate a matrix 
element with the function (8), one can use the 
series (5), which gives a result which is valid only 
in the region of large energies. However, in this 
case the matrix elements will in general contain 
terms which are logarithmically divergent for 
X- 0. This is connected with the presence of the 
term [( s 2 -p2 - iE )( qtp + A2 ) ]-1 with two coincid­
ing (for A - 0 ) poles at the point s = p under the 
integral sign. Since the divergence is logarithmic, 
the smallest decrease in -the order of the pole suf­
fices to remove the divergence. Terms contain­
ing qsp in the numerator will, therefore, not be 
divergent. 

The remaining divergences must cancel out in 
the expression for the probability. This is seen 

most easily if we use the expansions (6) and (7) 
for (5) and go up to and including terms propor­
tional to (32• It is clear that the divergences of 
Cf'o must cancel each other, the divergences in 
the interference terms from cp 0 and Cf'I must be 
compensated again by interference divergences, 
etc. 

1. Let us first consider the case in which the 
initial state belongs to the discrete spectrum. 
With the notations (7) and (3a), we write the ma­
trix element in the form 

<P I J = <O I J + ~ < 1 I J + ~· <21 J 
= ( (0.0 I J + 2£~ (1.0 I.J + (2£~)2 (2,0 I J) + ~ ( (1. I I J 

-t- 2£~ (2. I I J) + ~· (<2, II lA J + (2, II IB.J). (10) 

Here 

(0,0 I J = J (v0), v 0 = p- k; 
\ (1, qfp) J (v) df 

(1' (0,1) I J = u+ (p)) (f2- p•- ie) (q~P + 1,2) 

<2(0 I)j.J=u+( )\ (i,qfp)J(v)_df 
' P ~ f 2 -p2 -te 

X \ ds 
l (q~s + 1.2) (s2 - p2 - ie) (q~P + /,2) 

< 2 II /A J - u+ ( ) \ . 2 (pqsp) ds 
' - P ~ (q:p + A.') (s•- p•- is) (q1. + J..•) 

\ J (v) df . 
X·) f2 -p2 -ie ' 

< 2 II /B J - u+ ( ) \ (/.p ds 
' - P ~ (q:p + J..•) (s•.- p•- ie) (qr. + J..•) 

\ li,P J (v) df 
X j t• - p2 - ie • (11) 

According to the above-said, only the terms 
< 1, 0 I J and < 2, ( 0, I) I J will contain divergent 
parts. 

Using the formulas given in the Appendices A 
and B, letting A go to zero in all non-divergent 
terms, and considering that in (A.2) V'B = - Y'k 
we obtain 

(O.OIJ= F(l), 

(1, I/J= :rt2iG(l), 

(1.0 j.J = :rt2ip-1 (a +A (x) F (1), 

(2,0 /J = (:rt2i I p)2 { {(a+ A (x))2 - :rt216} F (1), 

(2. I J I= (:rt2i)2 p-1 (a+ A (x)) G (1), 

a= In (2p I A.), F (x) = u+ (p) xf (x), 
X 

(12) 

G (x) = - u+ (p) ~ dx1 {nf (x1) + "VkR (x1)}, n =PIp; 
0 

1 x, 

(2, II/A J =( :rt2i)2 2u+ (p) {\ dx1 I ~ f (x2) 
j X1 j X2- 1 
0 0 

1 1 1-X 

+ ~dx~dy(n\lB) ~ ~I f2t(X, y)}, 
0 0 00 
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1 

(2, II IBJ = (n2i? {- n ~ ~~ G (x1) 

0 

1 1 1-X - -

+ u+(p)~dx~dyVB ~ dt[ByA~n f2t(X, y) 
0 0 00 

- VkR2t (x, y) ]} , 

B = nx, At= A2t/ p = (1- B2y) (1- y).+ t2y, 

P2 = pBy-k. (13) 

Substituting (12) and (13) in the expression for 
the probability 

1 <PI J 12 =I (0,01 J 12 + 2~ Re{2£ (1,0 11((0,01 Jt 

The second term in (16) comes from that part 
of (15) which is equal to 

(17) 

it gives a contribution to the ( n - 1) -st matrix 
element. A similar term from the ( n + 1 ) -st 
matrix element enters in the n-th matrix element. 

To remain within a given n-th order, we there­
fore must subtract expression (17) from J ( v) and 
add the second term of (16), multiplied by [3, i.e., 
we must replace J ( v ) by 

c c ,A 1 
J(v)-2jfb(v)+ 2 r 4 (m-zk)v•+t..•. (18) 

+ (1 ,I I J ( (0,0 \Jt} + ~2 {(2E)2[2Re {(2,0 I J ( (0,0 I Jt} 

+I (1,0 I J 121+ 2E·2Re [(2,I I J ((0,0 I Jt 
3. Let us now consider the case in which both 

functions in (1) belong to the continuous spectrum. 
We shall assume that electrons are present in the 

(14) initial ( index 1 ) and final state (index 2 ) . The 

+ (1 ,I I J ((1 ,o I Jtl 
+I (1 ,I I J 12 + 2Re [(2,II I J ((0,0 J Jt]}, 

we easily verify that the terms containing 
a = log ( 2p/A.) drop out. 

The correct expression for the amplitude (10) 
is thus given by formulas (12) and (13) with a= 0. 
The expression for (9c) is given by formulas (13). 

2. If the function J (v) has a multiple pole at 
the point v = a Z, the residue of J ( v) (see Ap­
pendix A) at this point may be proportional to 
( aZ )-n. In order to take account of all the cor­
rections proportional to ( aZ )2, we must there­
fore include more terms of the series (5). How­
ever, we may again only consider the first three 
terms of the series, if we change the expression 
for J ( v). We show this on the example of the 
photoeffect; the other possibilities can be treated 
in an analogous way. 

For the photoeffect, J (v) has the form2 

:rJ=aZ, C = const 

or 

expressions for the matrix elements involving a 
single positron state were considered by Krutov 
and the author. 4 

The matrix element has the form (up to terms 
proportional to {32 inclusively) 

(P21 J I PI> = (0 I J I 0) + ~ ( ( 1 I J I 0) + (0 I J J1 >) 

+ ~2 ((21JIO> + (11JI1) + (OIJ/2)). (19a) 

Recalling that in our case 

(m 1 J In) = (n I J I m)(2~Il> 

we can write 

(P21 J I P1)=(0 I J I 0)+{~ (1 I J I 0>+~2(2J J I 0) 

+ (2~ 1)} + ~2 (1IJJ1). (19b) 

Owing to the equality J (f2 -fi> I o> = J (f2 -Pi>. 
the terms in the curly brackets in (19b) agree with 
the terms entering in (10), if there we replace k 
by Pi and p by P2· 

The last term of (19b) can be rewritten in the 
form 

1 a ( c ) J (v) = Jo (v)- 2TJ at] v• + TJ• • (15) 1 IJ/1 )=2£12£2 (1 ,OJ Jjl ,0) + (2£1 (1, I/ Jll ,0) 

Let us consider the internal integral in the ma­
trix element which contains J ( v ) in the integrand: 

Vn=Sn-k, Sn =f. 

Substituting the expression (15) for J (v) in 
this integral and using the residue of the second 
term, we find 

L = L + n•c r.(m-/k) 
o TJ (k•- p•) (v~-1 +f..') 

Vn-1 = Sn-1- k. 

(16) 
Lo does not contain terms proportional to 1/11. 

+(2~l)+(l,IJJII, I), 

(1, (0, I)" I J /1' (0, I)!l) 

where k = f2 - fi. 
Using formulas (A.10) and (A.ll), we obtain 

(setting A. = 0 in the non-divergent terms) 

(20) 



ACCOUNT OF THE NUCLEAR COULOMB FIELD 987 

(I ,0 I J II ,0) = (n2i / P1P2)2 {a2 +A (x.)} {al 

+A(x1)}R(a, lja, 1), 

(l,I I J! 1 ,0) = (n2i)2p;:-1{a1 +A (x1)} R (~, 11 a, 1 ), 

(1, I/JI1, I)=(n2i)2R(~. II~. 1), (21) 

R (a, x2l ~. x1) = u+ CP2) O~O~R (x2l x1) u CP1), 

~ ? a B \ , ( - a - ) ~P; 
0~ = x1 aA1 , Oi = ~ dx1 - p1 aA1 + V' B; , a; = ln ---y;- . 

0 

In complete analogy to the preceding considera­
tions, it can be shown that the terms containing ai 
cancel out after substitution of (21), (12), and (13) 
(replacing k by p1 and p by p2 ) in the expression 
for the probability 

! (p2 / J I p1) 12 = I (0 I J I 0) 12 + {2~ Re ( 1 I J I 0) (0 I J I 0) + 

+ ~2 [2Re (2/ J I 0) (0 1 J I O)+ + i < 11 J I 0) 121 + (2 ~ 1 )} 

+ 2~2 Re {(11 J II> <O I J I O>+ +<II J I O> <0 I J II>+}. 
(22) 

If both functions belong to the continuous spec-
trum, the correct expression for the amplitude is 
thus given by formulas (19), (21) and (12), (13) 
(with the above-mentioned replacement of coordi­
nates ) , where we must set ai = 0 in all formulas. 

4. Let us consider an example. Assume that 
the function J (v) varies so slowly for finite val­
ues of v that it can be taken outside of the inte­
gral without appreciable error. [In some cases 
this step can be justified even if the function J 
depends strongly on v, since for most terms only 
the real part of the matrix elements enters in the 
formulas for the probability (14) and (22) (see 
reference 4).] In this case the "dimensionality" 
of the integral in < 2, II jB J, is equal to zero, so 
that the integral diverges logarithmically for large 
momenta. This divergence is connected with the 
well-known divergence of the Dirac wave function 
with l = 0 at the origin in coordinate space and is 
a consequence of our choice of a point nucleus. 
This divergence disappears if we take account of 
the finite dimensions of the nucleus. However, 
we shall, as before, consider a point nucleus, but 
with the assumption that J ( v) goes to zero for 
v - oo. This is equivalent to discarding the di­
vergent parts in < 2, II I B J, where the function 
J ( v ) has been taken outside of the integral. That 
this is so can be easily verified by integration by 
parts, for example. 

Recalling that 

R (x) = AJ (vo), R (xa/ X1) = A2A1J (vo), 

and computing the integrals in formulas (12), (13), 
and (21), we obtain the following values for the 
probabilities (14) and (22): 

1 <P 1 J 1• = 1 <O 1 J 12{(1 + n~ + +n2~2) + -i (aZ)2 + o} ,(14') 

I <P2I J I P1> 12 = I < o I J I o > \2 { 1 + [ n£2 + q. n2£; + (2 ~ 1) 1 
+ :rt£ 1 :rt~ 2 + + (aZ)2 + 2o}; (22') 

here a= 2 ( aZ )2 { 1-% (log 2 + Y6 )} represents 
the contribution from the function cp II [see for­
mula (6)]. 

The probability in our example is thus ex­
pressed in the form of a product of the probabil­
ity in zeroth order Born approximation and a cer­
tain factor which depends on Z and the energy of 
the particle. The constant function J (v) corre­
sponds in coordinate space to a function of the 
form J ( v0 ) o ( r). Hence the probabilities (14) 
and (22) can also be written in the form 

I<PIJI2 ~ l'¢+(p, O)J(vo)l2, (14") 

i (P2 I J I P1> 12 = W CP2, 0) J (vo) '¢ (pl, 0) 12· (22") 

It is easily shown that, if we substitute the func­
tion (8) with r = 0 instead of if! ( p, 0), we obtain 
formulas (14') and (22') without the last term a, 
with an accuracy up to and including terms pro­
portional to ( aZ )2• We note that this last term 
is in our case independent of the energy and, there­
fore, is not small at large energies. This is con­
nected with the fact that the terms with small l in 
if! cannot be neglected for a a-function-like J (v). 

In conclusion the author expresses his deep 
gratitude to L. A. Sliv, B. A. Volchok, and V. A. 
Krutov for their interest in this work. 

APPENDIX A 

In order to make our expressions more uni­
form and facilitate the calculation of the integrals, 
we introduce the notation 

\ {1, qfp} J (v) df 
{Kt (r, a), Kt (r, a)} J (v) = ~ (f•- p"- ie) (q1,- a2)' 

v = f- k. (A.1) 

Applying the Feynman device to the denominator 
of (A.1) (see reference 4, Appendix C), we obtain 

1 

{Kf (r, a), Kt (r, a)} J (v) = n2 i (~ dx {i, BA-ll} f (x) 

1 
0 

+~dx{O, V'B}R(x)), 
0 

a 2. 1 (' J (v) dv 
f (x) = aA R (x), :rt tR (x) = 2~ (P _ v)2-A"' (A.3a) 

A2 = (p2 - r2x) (I- x) + a2x + ie (1- x), 

p = 8- k, 8 = rx. (A.3b) 
The single integrals (11) are obtained by setting 
r = p, a= iA., where A and B are given by formu­
las (A. 7). 
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We separate out the angular part of J ( v ) in the 
form of an expansion in multipole fields and re­
strict ourselves for simplicity to a single term of 
the expansion, i.e., we set J (v) = Az(v) Yjzm(v/v). 
Performing the integration in (A.3a) as in reference 
4 (Appendix C), we find 

P+A 

R(x)= 2~{ ~ A1 (v)P1 (~)vdv 
-P+A 

+ 2Qz (~) v Res;Az (v) loo;} Yitm (;), 

f (x) = i- (AzPzlP+A + AzPz \_P+A) Yitm ( ~) 

+Ax (A) Yitm ( ~) , 

( \) _ 1 A p IP+A 1 a 
X 1 - 2P I I -P+A + p ai\2 Qz m v Res; AI (v) \..; 

P+K 

- (2!)2 ~ At (v) P; (~) dv, 
-P+A 

(A.4) 

where t = (v2 + P 2 - A 2 )/2vP, Pz is a Legendre 
polynomial, and ResiAl denotes the sum of the 
residues of Az in the points wi. It follows from 
(A.4) and (A.3b) that 

f ( 1) = J (v0 ) + 0 (a). (A.5) 

The property (A.5) is independent of the form 
of the function J ( v ) . 

In the special case J ( v ) = 1/ ( v2 + A. 2 ) we obtain 
from (A.4) 

1 
f (x) = pz_ (A+ if..)Z. 

We therefore have for the internal integrals of the 
double integrals (11) 

\ {1, q 5P} ds 

J (qfs-¥ f..Z) (s2- pZ -ie) (q~P + f..2) 

= {Ks (p, i'lv), Ks (p, i'Jv)} 2 
1 

. qfs + f..Z 
1 1 A•+i1-

- 2.(\{1,81-P} dx , \{o V' } 1 dt ) 
-:rt t j i\1' ~,-(A1+it..)• T) ' B, ~ p2f_ f2 ' 

0 0 00 
(A.6) 

Ai = p2(1- x)2-'lv2x, 8 1 = px, Pr = 8 1-f. (A.7) 

For the double integrals in (11) we obtain, re­
spectively, 

1 At+i1- 1 1 1 
\ I ·) (\' {1 8 -p} [\ {1, 8z-P}jj 1 + ) {0, V' a.}« ) dt {Kr (81, t), Kr (81, t)}J> = (:rt2i)2 ) ' ~1 dx ) dy Az f 2 (x, y) + ) dy {0, V' a,}J> R2 (x, y)} 
0 00 0 0 0 

The indices on the functions f and R correspond 
to the indices on A and P. 

For the double integrals (20) we find 

~~ df2dfd 1, qf,p,}cz J (k){ 1, qf,p,}jj 

X [(q~•P• + A2) (f~- p~- ie) (q1,p, + A2) (ti -Pi- ie)r1 

= {Kr. (p2, i'lv), Kr. (p2. i'lv)}cx{Kr, (PI, i'lv), Kr, (pl, i'lv)}~> J (k) 
1 

= (:rt2i)2 ~ dx2 { ~z a~z , 8z ~ Pz a!. + V' a,}« 
0 

1 

x ~ dxr{ L a!1 , 
81 ~ Pl a!1 + V' a,}r, R (xz[ x1), 

0 

where 

(:rt2i)2R (x2l x1) = ~ ~ J (k) dfz df1 I [(82- f2)2 

(A.10) 

82 = P2X2, A1 =Pi (1- x1)2- 'lv2x1, 81 = P1X1, k = f2- f1. 
(A.ll) 

(A.8) 

APPENDIX B 

In this Appendix we shall separate out of the ex­
pressions (A.2), (A.8), and (A.10) those parts which 
diverge for A.- 0. 

Since the expressions (A.4) remain finite for 
A. - 0, all divergences are contained in those parts 
of (A.2), (A.8), and (A.10) which have A1, 2 in the 
denominators; the divergences show up in the inte­
gration near x = y = 1, where A1, 2 has a simple 
pole (for A.- 0 ). Terms whose numerators van­
ish at these points are not divergent. 

Considering that owing to (A.9) the functions f2 

and R2 are functions of the product xy with an ac­
curacy up to terms of order A., we make the trans­
formation of variables x = x1, xy = x2 in all inte­
grals which do not involve an integration over t. 
Then all divergent terms can be reduced to the 
following two integrals: 



ACCOUNT OF THE NUCLEAR COULOMB FIELD 989 

1 X , 1 1 

I 2 = ~ ~~1 ~ :.~2 F (x2) = ~ dtl\ (x1) ~ F (x2) d<D 2 (x2), (B.2) 
0 . 0 0 0 

where dws<xs) = dxs/xsAs with F (0) = 0. 
Integrating (B.1) by parts, we obtain 

I I 

Using the explicit form of 41 1 ( x): 

<1>1 (x) = _1 ln 1 ~A I ' p -X 1 p 
2p 

<D1 ( 1) = In if. 

and setting A. equal to zero whereever possible, 
we obtain finally (with t = 1r2/12) 

I 

1 ~ (1 . 2p 1 -X) 1 /I=- n T + ln --yx dF (x) =-(a+ A (x)) F (l), 
P o P (B.3) 

l1 =<Dr(I)F(l)-~<DI(x)dF(x)c=~{<Dr(l)-<Dr(x)}dF(x). 1 1 {~( 2p 1-x)2 :rt2 } 
0 0 l2=-P22 ~ ln;;+ln--;x- dF(x)- 6 F(l) 

Analogously, we find for (B.2) 
1 

I 2 = \ <D1 (xi) F (xi) d<DI (x1) 

0 

1 

- ~ d<DI (xi) {<DI (xi- <D2 (xi)} F (xt) 
0 
1 X 

- ~ d<D1 (xt) ~ <D2 (x2) dF (x2). 
0 0 

Considering that A2 lx2 =x1 = A1 + iA., we have 

<D2 (x2) lx,=x, = <D2 (x2, A2) !x,=x1 = <D1 (Xt, A1 + i')...) + 0 ('}.,) 
and hence co 

"" 1 ak . k <D1 (xt)- <D2 (x1) = - .L! kl-k <Dr( xi> A1)(t'}.,) • 
k=l aAl 

Then we obtain with an accuracy up to terms 
proportional to A. 

I 

/2 = +~ {<DI (I)- <D1 (x)} 2 dF (x)- ~F (I), 
0 

1 co k 

~=-I ~1 2J * ;<D1 (x~> A1) (i')...)k. t 1 k=l aAI 

0 

1 1 2 J = 221 (a+ A (x))2- ~ F (1,); 
p ~ 

I 
2p 

a=ln;;, Ak (x) F ( 1) = \ lnk~-:-x dF(x). J IX 
0 
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