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The question of the relations among the moving-pole method, the strip approximation, and 
the one-meson approximation is discussed. It is shown that despite great differences in 
their mathematical forms and in the concrete problems to which they are applied, all three 
methods are basically similar: they are based on the neglect of certain quantities in very 
similar ways. 

l. There are three methods now being effectively 
used in the study of the interaction of elementary 
particles at high energies: 

1. The method of moving poles in the complex 
plane of the orbital angular momentum l C1- 5J 
(hereafter MPM). 

2. The strip approximationC6- 9] (hereafter SA). 
The one-meson approximationC 10- 16] (hereafter 

OMA). 
The first two methods can obviously as yet be 

used only for the description of binary reactions 
("four-point" diagrams; elastic scattering, per­
haps with changes of the character of the particles). 
The last method was developed for the description 
of inelastic interactions, but is naturally carried 
over to elastic processes as well. 

The present paper is devoted to ascertaining 
what are the relations existing among these meth­
ods. We shall try to show that: a) the SA and MPM 
are very similar as to the significance and scope 
of the neglects that are made, although the MPM 
has been much more fruitful and more attractive 
because its fundamental propositions are neater 
and more precise; b) in the asymptotic limit of 
large energies, s ----.. oo, the expression for the 
elastic scattering amplitude which can be obtained 
from the OMA coincides with that which follows 
from the MPM, and consequently the quantities 
neglected in these methods are the same. 

This correspondence of the fundamental propo­
sitions establishes a connection between the MPM 
and the inelastic processes and allows us to use 
the analysis of experimental data on inelastic in­
teractions to determine the regions of application 
of the three methods. 

Let us formulate what is to be meant by the 
methods we have listed (for simplicity we shall 

consider spinless pseudoscalar particles of mass 
fJ. = 1 ). 

1. In the MPM it is assumed that the partial 
amplitude f( Z, t) in the t channel is a meromorphic 
function of the complex variable l and can have 
poles only at the points l = Zi ( t ) . It is further as­
sumed that at a finite distance there is a pole at 
l = Z0(t) which is situated in the l plane to the 
right of all other poles. For it we have 1> 

Im /0 (t) > 0 for t > 4, 
Im !0 (t) = 0 for t < 4. (1) 

Thus it lies in the first quadrant and is a moving 
pole (i.e., Zi ~ const). 

On these assumptions 

f r (l, I) 
(!, t) = l-lo(t) + fr (!, t), 

where fr(l, t) is a function which is regular at 
l = Z0(t), and in the region asymptotic in s the 
imaginary part of the amplitude A1(s, t) in the 
s channel is of the form 

(2) 

A 1 (s, f) ls-+eo::::::: r (l0 (t), t) sl,(t) = cp (t) s 1,<1>, (3) 

2. The SA is based on the use of double disper­
sion relations (DDR). Being interested in the 
asymptotic behavior for large s, we can represent 
the weight function p( s, t) in the DDR in the 
form 2> 

p (s, t) = ~ p2m (s, t) (4) 
m=l 

1>We recall that in the MPM the function l0(t) can have branch 
points not only at t = 4, but also at all higher thresholds: t = 16, 
etc. 

2lThe terms p 2m+ 1(s, t) give no contribution to the asymptotic 
value.l171 
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and consequently we can represent A1 ( s, t) in the 
form 3> 

00 00 

1 ~ \ A1 (s, t)=-
n 

m=l t;;(s) 

P2m(s, I') dt' 
t'- t . (5) 

Here the terms of the series correspond to the dia­
gram shown in Figs. 1 and 2. 4> 

Pz 

FIG. 1. The diagram 
which corresponds to p2( s, t). 

FIG. 2. One of the diagrams 
corresponding to a term p2m(s, t) 
in Eq. ( 4) with m 2: 2. 

The essential point of the SA is the assumption 
that the predominant contribution to the amplitude 
comes from the function p2(s, t), so that 

00 

(2) I (' p (s I') 
AlsA(s,t)=A1 (s,t)=n- \ ;,_'_ 1 dt'. 

t;(s) 

(6) 

In the region 4 < t < 16 only p2( s, t) is differ­
ent from zero. As Mandelstam has shown, [18] the 
unitarity relation gives 

(7) 

K- 2 = 4 (t- 4)-2 {(s- s1 - s2) 2 - 4s1s~- 4ss1s2/(t- 4)}, 

(7a) 
and the integration is over the region K2 > 0. In 
the SA the expressions (6) and (7) are extended to 
the entire region t > 4; after this they are usually 
regarded as an integral equation for the determina­
tion of the amplitude A1sA(s, t): 

2 oo\ .. '\ KAisA(St,I')A~sA(s,,t') 
A 1 sA (s, t) = -:;;2 . dt ds1ds 2 ----.,.,---=---'---cc;--

" (t' -I){'/, (I'- 4) 31' 
l,(s) ' 

(8) 

This equation, however, does not determine 
A1SA ( s, t ) uniquely, but only up to an arbitrary 
function. 

The solution of this equation is [19, 20] 

AISA = <pSA (t) iSA(I>, (9) 

where lsA ( t) is an arbitrary function which has 
the property (1) but does not branch at the higher 
threshold values. 

3. In the OMA one can also describe inelastic 
processes, corresponding to diagrams which con­
sist of two (or more) blocks connected by only 
one meson line. Such diagrams are of the form 
shown in Fig. 3. (The elastic process which they 
cause is represented by the diagram of Fig. 1. 5> .) 

FIG. 3. Diagram for an inelastic 
process in the OMA. 

Accordingly, in the OMA the total cross section 
can be written in the form (for s - oo) 

( ) = (16n)2 4 \ d4k ih (s1. t = 0, k2) A1 (s,, t = 0, k2) ( 10) 
atot s s (2n)4 ~ (k' + 1)' . 

By using the unitarity relation in the s channel 
in the framework of the OMA we can find the quan­
tity A10MA(s,t) in the region t < 0 (cf. [12], 
where it is written in somewhat different vari­
ables). It is 6> 

AwMA (s, t) = ~3 (' d4k1d4k2 6 (pa- PI- k 1 - kz) 
~ (k~ + 1) (k~ + 1) (11) 

X {A1 (s1 , t, k~, k~) A~ (s2 , t, k~, k~) 

+ A~ (s1, t, ki, k~) A 1 (s2 , t, k~, k;)}. 

We note that with this formulation of the OMA 
there is an arbitrariness in it associated with the 
definition of A1 ( s, t). This arbitrariness is due 
to the fact that the OMA describes a rather wide 
set of processes, which can be of different natures. 
To explain this we consider two versions. 

A. We may assume that all of the quantities A 1 
are also one-meson quantities, i.e., A1(s, t, ki 

>Jwe drop the second term in the dispersion relation for A,(s, t), 5>we note that in the SA one uses diagrams in which all of 
since it is unimportant for large s. For the same reason we have the lines are on the mass shell, i.e., k2 = -1 everywhere. In the 
dropped the second term in Eq. (7). Also we shall not specify the OMA one uses Feynman diagrams which differ from the foregoing 
number of subtractions with respect to t, since this does not af- only in that the lines k (in Fig. 3) and k, and k 2 (in Fig. 1) are 
feet the results to be obtained. not on the mass shell (k2 , k~, k~ > 0). The forms of the diagrams 

4>To avoid misunderstanding we must emphasize, however, remain the same. 
that the higher terms of the series also contain contributions 6lin what follows we shall find it convenient to use this sym-
from the exchange of smaller numbers of mesons; for example, metrized formulation. It is clear that it does not contain any ad-
in particular the term p4 also contains a contribution from two- ditional restrictions, since the terms in the curly brackets in Eq. 
meson exchange, simply because of the unitarity relation. (11) differ only by a relabelling of the variables of integration. 
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= k~ = -1) = A1oMA ( s, t ). Processes of this type 
have been studied by Amati and others [21] (multi­
peripheral processes). We shall show later that 
this approximation is completely equivalent to the 
SA. 

B. In the more general case one must take into 
account the fact that many-meson processes can 
also contribute to the amplitudes A1oMA· Then 
in Eq. (11) we must set A1 = A1 tot. where A1 tot 
is the total amplitude for the process, 1> which for 
k~ = k~ = - 1 and t = 0 is connected with the total 
cross section by the optical theorem atot 
= (16·n/s)A1 (s,t = 0). In this case with t = 0 we 
can rewrite Eq. (12) in the form 

(12) 

This expression has already been studied in earlier 
papers. [10-16] 

2. Let us now turn to the question of the relation 
between the OMA and the SA. To settle it, it is 
necessary to find the expression for A1 ( s, t) given 
by Eq. (11) (OMA) in the region t > 0. First let us 
change in Eq. (11) to integration over the variables 
sit s2, - kf, - (p3 -Pi- k1 )2. With the use of there­
lations 

s =- {pl + P2)2 , t =-(PI- Pa)2 , S1 =-(PI+ k1)2 , 

82 = - {p2- kl)2 ' 

a simple but lengthy calculation brings Eq. (11) 
into the form 

A10MA (s, t) 

{At (st, I, r, v) A~ (s2, I, r, v) +c. c.} 

[(r- 2)2 - v2 ] [F (s, I, St. s2 , r)- v2]'/, ' 

(13) 
where we have introduced the following notations: 

r = - ki- {p3- P1- k1)2, v = - ki + {pa- P1- k1)2, 

F = t2 (s- s1 - s2 + r- 2)2/(s- 4) (4 - s - t) 

+ t (r2 - 2rs1 - 2rs2 + 2rs - 4r)/(s- 4) 

+ 4t (s1s2s + si + s~ - s1s- s2s- 2s1s2 + s)/s (s- 4). 
(14) 

For t < 0 the integral over v, r is taken over 
the region in which F(s, t, s 1, s 2, r) > v2• Further­
more there is the restriction 

(r - 2)2 > F (s, t, s1, s2, r). (15) 

7)It must be pointed out that this form also does not embrace 
all one-meson processes, but only the main contribution from 
them, corresponding to the pole in f(l, t) (see below). This is 
due to the fact that the higher terms of the series (5) contain, 
besides entirely many-meson terms, also the contribution from 
the exchange of two mesons (see footnote 3) 

t<O 

a 

Frs.t.s,.s,,r) 

t>O 

b 

FIG. 4. A comparison of regions a (the shaded area is the 
region of integration over v and r for t < 0; the arrows indi­
cate the directions of motion of the points r1 and r2 and of de­
formation of the curve F(r) as t increases) and b (the region 
F > v2 for t > 0 is shaded) shows that it is impossible to con• 
tinue the representation (13) from the region t < 0 to the region 
t > 0, since the region F > v2 changes discontinuously at 
t = 0. 

We note that the representation (13) [and conse­
quently, Eq. (11)] cannot be directly continued into 
the region t > 0. In fact, the regions in which F 
> v2 are entirely different for t < 0 and t > 0 (see 
Fig. 4, a, b) and do not go over into each other con­
tinuously. Therefore it is necessary first to take 
the integral over v for t < 0 and then to continue 
the resulting expression into the region t > 0. It 
is shown in the Appendix that the dependence of 
A1 ( Sio t, r, v) on v is unimportant (when very 
weak restrictions are placed on the character of 
this dependence), since all that matters for what 
follows is the zeroth term of the expansion of the 
numerator of the expression (13) in powers of v2• 

Carrying out the integration over v, we get 

AtoMA(s, t) 

r 1 (1) {- -• } 
1 ~ ~ At (s1, I, r) A1 (s2, t, r) +c. c. = -2 2 ds1 ds2 dr , . 
:rt 5 r,(l\ (r- 2) [(r- 2)2 - F (s, t, St, s2, r)l ;, 

(16) 

Continuing this expression into the region 8> 
t > 0, we come to the point t0 at which r 1(t0) = 2. 
For t > t 0( s 1, s 2, s) the point r = 2 falls in the 
region of integration and we must take 1/ ( r - 2 ) 
to mean 

- 1- = i:rt 6 (r- 2) + P-1-'. r-2 r-2 

Therefore an imaginary part of AtOMA appears, 

Im A 10MA (s, t) = PoMA (s, t) (17) 

_ _!__ ~ d d {At (St, t) A~ (s., t) +c. c.} 
-2 sls2 , 

:rts (- F (s, t, st, s2 , 2] ;, 

A direct comparison of Eqs. (13) and (8) shows 
that 

s>we note that there is no singularity of the integral (13) at 
t = 0, since there r1 < 2. 
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F (s, t, s1, s2, 2) = t (t - 4)3 K-2!4s (4 - s - t). (18) 

If we assume that At = AtOMA (see above), then 
when we use Eq. (18) the expression (17) leads to 
the equation (8), from which it follows that this ver­
sion of the OMA is completely equivalent to the SA 
(as we already mentioned above). 

In version B, At= At tot• the OMA is not equiv­
alent to the SA, since the OMA indirectly includes 
the effect of processes which are inelastic in the 
t channel (details see below ) . In this case we 
cannot regard the expressions (17) and (18) as an 
integral equation for the determination of A1o since 
the left and right members involve different func­
tions. These expressions can be used to find 
AtOMA if Atot is known. 

3. Let us now investigate the connections among 
the SA, MPM, and OMA. Using the DDR [in par­
ticular, Eqs. (5) and (6)], we can easily get the fol­
lowing expression for f( l, t) (we note that there is 
so far no use of the SA; l is larger than the number 
of subtractions in s). 

00 

I\ ( 2s)2ds f (l, t) = n \ A1 (s, t) Ql I + t- 4 t- 4 
" 4 

00 00 

= 2 (' dsQ (I+~){.\ P2_<s,t')dt' 
:It (I - 4) J l t - 4 J t - t 

4 11(s) 

+ ~ 7 dt' P2m (s, t')} (19) 
..:::J J t'-t ' 

m=2 lm(s) 

where Qz( z) is the Legendre function of the second 
kind. 

Let us consider the interval 4 < t < 16 and find 
out what terms of Eq. (19) can provide poles of the 
function f( l, t). Acting in the framework of the SA, 
we can substitute in Eq. (19) the function p2(s, t) 
in the form (7), and then At ( s, t) in the form (9). 
Integrating over s in the region l > n ( n is the 
number of subtractions in s ) and continuing the 
result analytically in Z, 9> we can easily get the 
function f ( l, t) in the region l ~ lsA ( t) in the 
form f(Z, t) = qJSA(t) [l-ZsA(t)] -t (this has al­
ready been given in [t9•20J). 

In the framework of the OMA we must use 
p2(s, t) in the form (17), but in the right member 
we must substitute Attot(s,t), i.e., the amplitude 
A1(s, t) in the form (3). Then in a similar way we 
get f( l, t) in the region l ~ Z0(t) in the form f( l, t) 
= qJ (t )[ l -Z0(t)] -t. Thus a pole of the function 
f(Z, t) is provided by the first term in (19), i.e., 
by the quantity p 2 ( s, t). 

9>This procedure is correct if the pole of the function f(l, t) 
at l ~ l0(t) is an isolated singular point, which is always as­
sumed in the framework of the MPM. 

For 4 < t < 16 the second term in Eq. (19), 
which contains p2m, m 2: 2, is real for real l 
and t, and consequently can have only symmetric 
singularities in the l plane. They cannot contrib­
ute to the pole at l - 10 ( t), since then there would 
be a pole at l = Zti(t), and in the MPM this is for­
bidden by the condition (1). 

Thus if we confine ourselves to the considera­
tion of the pole contributions to the amplitude 
f( l, t) in the MPM and in the OMA, the amplitudes 
At ( s, t) in the two methods will be the same. The 
functions p2m with m 2: 2 do not contribute to 
these amplitudes. Owing to this we can assert that 
the neglects made in the MPM and in the OMA are 
equivalent in their meaning and scope. 

We note that the neglect of the non pole contri­
butions in the MPM is the main hypothesis of the 
method. In the OMA, besides the contribution from 
the pole of the function f (l, t ) , which leads to an 
asymptotically constant and positive definite term 
in AtOMA(s, 0), the expression (12) can contain a 
contribution from the cut in the l plane for the 
function f( l, t) (our attention was called to this by 
V. N. Gribov ). This last contribution can lead only 
to an oscillating term in AtOMA ( s, 0), which, as 
can be shown at least for binary reactions, is com-

.pensated by the one-meson terms contained in P2m• 
m 2: 2. The neglect of this contribution to AtOMA 
is equivalent to the choice of the function Atot 
(Sit t = 0, k2 ) so as to lead to a positive definite 
expression for the integrand in Eq. (12) and for 
the integral itself. In the papers that use (12) [10- 16] 

this condition has in fact always been imposed in 
the OMA. 

Let us see what effect the functions P2m with 
m 2: 2 have on the quantities that remain arbitrary 
within the framework of the three methods [ these 
functions are: in the MPM and the SA, the value 
of the residue qJ ( t) and the position 10( t) of the 
pole; in the OMA, the functions a( Si, k2 )]. In the 
MPM for 4 < t < 16, 

t(L, t) = r (r, t) /[I-2i( 1 ~ 4f' r (t, t)]. (2o) 

Since the function f* ( l *, t) is not singular near the 
pole of the function f(Z, t), terms p2m with m 2: 2 
can contribute to it. Namely, they can affect the 
positions of poles of the function f( l, t) and the 
value of the residue qJ ( t). In principle there will 
necessarily be such an influence, because the func­
tions p2m are not completely independent, but are 
connected by the unitarity relation. This indirect 
contribution is not included in the SA, and owing 
to this the SA and the MPM are not completely 
equivalent. This manifests itself particularly in 
the fact that in general the functions Zo(t) and 
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lsA ( t ) are different (the latter cannot have branch 
points at t = 16 and the higher thresholds). This 
difference, however, cannot affect the characteris­
tics of elastic scattering that can be measured in 
practice [i.e., cp(O) andy= Z'(O)]. 

In the OMA this indirect effect is included and 
is a reflection of the fact that the junctions of the 
diagram (Fig. 1) have a complex structure which 
depends on the character of many-meson (in the 
t channel) processes. In fact, if we try to con­
cretize the structure of the junctions of this dia­
gram it can be seen that they receive contributions 
from all diagrams of the type shown in Fig. 2. If, 
however, these processes directly make a nonvan­
ishing additive contribution to A1 ( s, t ), described 
by the terms p2m, m ~ 2, then this contribution 
will be omitted in all three methods. 

4. It is an interesting question, what properties 
an inelastic process must have if the elastic scat­
tering it causes has the properties prescribed by 
the moving-pole hypothesis. On the basis of the 
foregoing, we can assert that these properties will 
coincide with those found in the OMA. The princi­
pal properties in question are [12]: 

a) in the center-of-mass system the secondary 
particles divide into at least two narrowly colli­
mated jets; 

b) in the case of two such jets the momentum 
transfer k2 (from jet to jet) is small; namely, 
for s-- oo we have k2 "' (ln s )-1. 

c) the distribution of the jets as to "masses," 
i.e., as to the quantities s 1 and s 2, is such that 
on the average s 1s 2 /s"' (ln s )-1• 

It must be pointed out that by no means all of 
the models for inelastic processes that have been 
considered have these properties. For example, 
the Fermi-Landau multiple-production process [22 ] 

does not have them. 10 > Therefore a critical ques­
tion is, do all experimentally observed inelastic 
processes actually have the properties listed here? 
At present the answer is not completely clear, and 
there is need for further analysis of the existing 
experiments, and also for more accurate values of 
some of the data. If the answer is affirmative, this 
will mean that the MPM and the OMA describe the 
interaction process completely for s -- oo • If, 
however, it turns out that there exist processes 
which do not vanish for s -- oo and which do not 
have the properties a)--c) (for example, if it turns 
out that the Fermi-Landau process occurs), then 
this will mean that neither the SA, nor the OMA, 

10>It is not hard to verify that in this process one cannot di­
vide the secondary particles into two jets so that the momentum 
transfer k2 falls off logarithmically with increasing energy. 

nor the MPM can give a complete description of 
the processes. It will then be necessary to ascer­
tain whether the MPM can be extended (and if so, 
in what way) to take such processes into account. 

In conclusion the authors express their deep 
gratitude to E. L. Feinberg for extremely valuable 
advice and fruitful discussions. 

APPENDIX 

We shall prove that if the expression 
1 * B (s1 , s2 , t, r, v) = 2 [Ads1 , t, r,v)A1 (s2 , t, r, v) +c. c.] 

(A.1) 

with v2 = ( r - 2 )2 can be expanded in a power 
series in v2 in the region v2 < F(s, t, si> s 2, r), 11 > 

in which it is permissible to regroup terms and in­
tegrate term by term, and if the coefficients Cn 
(t, St. s 2, r) of the suitably regrouped series have 
no poles in the region r 2 < r < r 1, then the expres­
sion (17) for the function POMA ( s, t) is unchanged. 

In fact, under the conditions indicated we have 

B (s1 , s2 , t, r, v) = B (s1 , s2, t, r, (r- 2)) 

00 
(A.2) 

+ ~ bn (s1, s2, t, r) (v2-(r-2)2 J". 
n=l 

Substituting Eq. (A.2) in Eq. (13) and regrouping 
the terms of the resulting series in the numerator, 
we have 

A (s,t)=-.-1_\ds ds {n:(-' B(si.s,,t,r,(r-2)) 
IOMA ~sna .\ 1 2 ,\ (r _ 2) [(r _ 2)" _ f]'/, 

r, 
00 

r1 +VF n~o en (st, s,, I, r) v2n} 
+ (' dr (' dv - ,1 . 

.\ .\ _ (f- v2) ' 
r, -VF 

(A.3) 

But 

+V"F 
(' v2ndv = (2n-1)!! n:Fn . 
. \_ (f- v2)';, (2n)n (A.4) 

-Y F 

It can now be seen that the second term in the curly 
brackets in Eq. (A.3) is equal to 

r1 co 

~ ~ n (2n-1)!! n: dr LJ Cn (s1 , s2 , t, r) F (s, t; s1 , S2 , r) n 
r, n=o (2n) 

(A.5) 

and consequently is always real in the region in 
which we are interested, since according to Eq. 
(A.1) the coefficient cn is real for real arguments. 
But the first term simply gives an expression for 
Im A10MA which is identical with Eq. (17). 

11>Since B(s,, s 2, t, r, v) is a symmetric function of k: and 
(p 3 - p, - k,) 2 it can depend only on the even powers of v. 
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