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KINETIC MODEL OF HIV INFECTIONV. P. Zhdanov a;b*aDepartment of Applied Physis, Chalmers University of TehnologyS-41296 Göteborg, SwedenbBoreskov Institute of Catalysis, Russian Aademy of Sienes630090, Novosibirsk, RussiaReeived April 23, 2007The reent experiments larifying the details of exhaustion of the CD8 T ells spei� to various strains of hu-man immunode�ieny virus (HIV) are indiative of slow irreversible (on the one-year time sale) deteriorationof the immune system. The onventional models of HIV kinetis do not take this e�et into aount. Removingthis shortoming, we show the likely in�uene of suh hanges on the HIV esape from ontrol of the immunesystem.PACS: 87.18.-h, 87.19.Xx, 87.10.+e1. INTRODUCTIONThe kinetis of interation of viruses and ells havelong attrated attention of mathematiians and physi-ists interested in theoretial biology and biophysis [1℄.During several deades, the theoretial works in this�eld were almost exlusively foused on the interplayof ensembles of virions and ells. The numerous modelsbelonging to this lass (see reviews [2, 3℄ and reent ex-amples inluding a multi-variable analysis of temporalHIV kinetis [4�6℄ and simulations of spatio�temporalkinetis [7℄) are essentially extraellular in the sensethat the intraellular proesses (suh as virus genomerepliation, synthesis of viral proteins, and assembly ofnew virions) are not desribed expliitly. The modelsof intraellular viral kinetis are now available as well,inluding the analysis of spei� systems [8, 9℄ (we notethat Ref. [8℄ is foused on HIV) and generi simulationstreating primarily stohasti e�ets [10, 11℄. The gapbetween the extraellular and intraellular models wasreently bridged in Ref. [12℄. In addition to Refs. [1�12℄,it is appropriate to mention reviews [13℄ of the applia-tions of kineti models and bioinformatis to assistingthe design of anti-HIV therapies.In this work, foused on the kinetis of hroni HIVinfetion, we brie�y disuss available extraellular mod-els (Se. 2), outline some relevant reent experimen-*E-mail: zhdanov�fy.halmers.se

tal results indiating the novel fators (Se. 3), and,introduing the related modi�ations into the theory(Se. 4), show the orresponding results larifying thelikely details of the HIV esape from ontrol of the im-mune system (Ses. 5 and 6).2. CONVENTIONAL MODELSThe immune system, defending us of viruses, ba-teria, fungi, and other pathogeni agents (referred toas antigen) inludes a variety of ells and numerousregulatory and e�etor moleules (see, e.g., review [14℄oriented to physiists). The key lass of ells inludeswhite blood ells, known as lymphoytes (these ellsare reated in the bone marrow), and an be subdividedinto B ells, sereting antibodies (protetive moleules),and T ells or, more spei�ally, helper T ells and ef-fetor (or ytotoxi) T ells, promoting the growth anddi�erentiation of B ells and killing infeted ells, re-spetively. In the ase of HIV infetion, the virus is wellknown to mutate and, aordingly, there are typiallya few HIV quasispeies simultaneously.At present, a full-sale desription of the immunesystem inluding all the speies is impossible beausethe available information is far from being omplete.For this reasons, the kineti models of HIV infetionare foused on the generi fators. To illustrate the978



ÆÝÒÔ, òîì 132, âûï. 4 (10), 2007 Kineti model of HIV infetiontype of the models used now, it is instrutive to intro-due deterministi kineti equationsdvidt = rivi � pivixi +Xj 6=i(�jivj � �ijvi); (1)dxidt = kivi � �ixi � �ivxi (2)orresponding to the model representing a hybrid of themodels proposed in Refs. [3℄ and [6℄.Equation (1) desribes evolution of the HIV-quasispeies onentrations vi, where 1 � i � n and nis the total number of the virus strains (n should besu�iently large suh that the results are insensitive ton; in di�erent works, n is typially in the range from10 to about 104). The �rst term takes viral repliationinto aount (ri is the repliation rate onstant). Theseond term is related to suppression of the viralpopulation due to immune response (the rate onstantpi haraterizes the e�ay of the strain-spei�immune responses xi). The rate of elimination ofHIV-quasispeies is assumed to be proportional tovixi [3℄ (see Ref. [6℄ for a more omplex expression).The third and fourth terms take mutation of strainsinto aount (�ij is the mutation rate onstant).Equation (2) de�nes evolution of the strain-spei�immune responses xi. The �rst term in the right-handside of this equation represents the rate at whih the re-sponse is evoked (ki is the orresponding rate onstant).The seond term takes relaxation of the immune sys-tem into aount (�i is the relaxation rate onstant).The third term orresponds to the impairment of theimmune system due to interation with virus (�i is theorresponding rate onstant). The rate of impairmentis assumed to be proportional to the total virus onen-tration v �Pni=1 vi [3℄ (see Ref. [6℄ for a more omplexexpression).The model introdued above represents one lass ofextraellular models. For extraellular models expli-itly taking helper (CD4+) T ells into aount and forombined models, see, e.g., Refs. [2, 4, 15℄ and [16℄, re-spetively. With an appropriate hoie of the parame-ter values, the onventional models like that introduedabove are well known [3, 6℄ to be able to desribe the�rst stages of the HIV infetion inluding a rapid in-rease in the viral load at the beginning of verimia,followed by a sharp deline due to immunologial on-trol and a long period of lateny. The model in [6℄ alsodesribes a subsequent (after 6�10 years) inrease inthe viral load orresponding to the onset of AIDS. Butthis does not mean that suh models are fully su�ient

in order to understand what happens in reality, at leastoneptually.3. RECENT EXPERIMENTSHIV predominantly infets helper (CD4+) Tells [14℄. In addition, during persistent infetions ingeneral [17, 18℄ and HIV infetion in partiular [19�21℄, the e�etor (CD8+) T ells gradually dwindle innumber and lose the ability to kill ells and to makeytokines. This seems to be related to exhaustion ofthe memory CD8 T ells [17, 19℄ (exhausted ells areharaterized by the abundane of surfae-reeptorprotein alled programmed death-1, PD-1).Reent studies of HIV-infeted patients [19, 20℄show that both the proportion of ytotoxi T ells ex-pressing PD-1 and the level of PD-1 on the ell surfaeorrelate with the viral load in the blood plasma� ur-rently, the best indiator of disease progression. Speif-ially, the PD-1 expression was examined on HIV-spei� CD8 T ells [19℄, using histoompatibility om-plex lass I tetramers spei� for frequently targetedepitopes (i.e., for the parts of an antigen moleuleto whih an antibody attahes itself). The measure-ments were performed inspeting infeted people whowere naive to anti-HIV treatments and also peopleafter initiation of the therapy (on the one-year timesale). The latter resulted in a dramati deline of de-tetable plasma viral load, oinident with a dereasein PD-1 expression. In the ontext of our presenta-tion, it is of interest that the derease was di�erentfor di�erent ells. For some of them (e.g., for thosemarked by tetramer B�0801 EI8), it followed the de-line of viral load. For others (e.g., for those markedby tetramer B�4201 TL9), it was rather small. One ofthe likely interpretations of these observations is thatduring hroni infetion, the HIV indues irreversiblehanges in the immune system in the sense that onthe one-year time sale, the system is not able to om-pletely reover even after an appreiable deline of viralload. 4. UPDATED MODELAlthough the onventional models do not expli-itly desribe exhausted memory CD8 T ells, it maybe argued that the orresponding deterioration of theimmune system related to their generation ould be im-pliitly taken into aount by the last term, �ixiv, inthe right-hand side of Eq. (2) (this is the only rele-vant term in Eqs. (1) and (2) unless we modify them).979 14*



V. P. Zhdanov ÆÝÒÔ, òîì 132, âûï. 4 (10), 2007To some extent, this argument is orret, but not om-pletely. For example, if we assume that at some mo-ment the virus is ompletely eliminated (hypotheti-ally) or its load is appreiably redued (this an bedone in reality), the reovery of the immune system isdesribed by dxi=dt = ��ixi (f. Eq. (2)). This meansthat the orresponding time sale is � 1=�i. Typi-ally, �i � 0:01�0:03 days�1 (suh values, used, e.g., inRef. [6℄, an be validated taking into aount that themodels should reprodue termination of the growth ofthe viral population after the �rst few weeks after in-fetion). Therefore, the reovery time sale is expetedto be about one or two months. This value is muhshorter than the one-year (or longer) time sale har-aterizing the irreversible hanges disussed above. Forthese reasons, we believe that Eqs. (1) and (2) shouldbe revised.The presene of exhausted ells indiates that thepotential for generation of funtional e�etor ells issomehow redued on the long-term sale (one of thelikely reasons of this e�et is the virus-related destru-tion of the nihes of stem ells involved into the funtionof the immune system). The most natural way to in-orporate this e�et into the model is to introdue anadditional equation desribing slow redution of ki inEq. (2) due to the irreversible in�uene of virus on theimmune system. This redution expliitly takes intoaount that the rate of prodution of funtional ef-fetor ells beomes lower and impliitly desribes theinrease in the population of exhausted ells. The vari-ation of other onstants is less appropriate. For exam-ple, ri an hardly be hanged, beause this onstantorresponds to repliation of virions after infetion ofhealthy ells, and its relation to the deterioration of theimmune system is aordingly less expliit ompared tothat of ki.The simplest relevant phenomenologial equationfor ki is dki=dt = �iv(ki � kmini ); (3)where i is the orresponding rate onstant and kmini isthe minimal value of ki. This equation implies that therate of deterioration of the immune system is propor-tional to the viral load. For hroni infetion, we shouldtypially have iv � �i beause the degradation of theimmune system is slow.Equations (1)�(3), representing the model we sug-gest, an be analyzed analytially in the mean-�eldapproximation (Se. 5) or numerially (Se. 6). Boththese approahes indiate that if kmini are lose to ki(0),the model predits an asymptoti (as t ! 1) transi-tion to a �nal stable steady state. This solution orre-

sponds to rare ases where the immune system is ableto o-exist with virus. If kmini are appreiably smallerthan ki(0), the analysis indiates that there is no steadystate with �nite virus onentration. Under suh ir-umstanes, Eqs. (1)�(3) predit unlimited growth ofthe virus onentration during a �nite time interval.This means that the virus population esapes ontrolby the immune system.5. MEAN-FIELD AND STEADY-STATEAPPROXIMATIONSThe mean-�eld approximation allows desribinghroni HIV infetion inluding the HIV esape fromontrol of the immune system. In this approximation,we onsider the sales of the values of the parameters ri,pi, ki, �i, �i, i, and kmini to be the same for all di�er-ent virus strains and drop the subsript i aordingly.In addition, taking into aount that the degradationof the immune system is slow, we use the steady-stateapproximation for Eqs. (1) and (2). We then havervi � pvixi + �(v � nvi) = 0; (4)kvi � �xi � �vxi = 0; (5)dk=dt = �v(k � kmin): (6)To proeed, we replae vi in the seond term ofEq. (4) by the average value, i.e., by v=n. Then thesummation of all the equations (4) yieldsx = nr=p; (7)where x =Pi xi.After summation of all the equations (5), we obtainkv � �x� �vx = 0: (8)Substituting expression (7) in this equation results inv = nr�p(k � kr) ; (9)where kr � nr�=p is the ritial k value de�ning theondition of the existene of the steady state. Substi-tuting the last expression in Eq. (6), we havedkdt = �nr�(k � kmin)p(k � kr) : (10)Equation (7) indiates that x should be onstantunder steady-state onditions. With dereasing k, thisan be reahed if v inreases (see Eq. (9)). This results980



ÆÝÒÔ, òîì 132, âûï. 4 (10), 2007 Kineti model of HIV infetionin a further derease in k (see Eq. (10)). Due to thisfeedbak, Eq. (10) may predit ollapse of the immunesystem. Spei�ally, the solution of Eq. (10) dependson the relation between kr and kmin.If kr < kmin, Eq. (10) asymptotially (as t ! 1)desribes a transition from the initial state (withk(0) > kmin) to the �nal stable steady state with thevirus onentration given byv = nr�p(kmin � kr) : (11)As already noted, this solution orresponds to rareases where the immune system is able to oexist withvirus.If kr > kmin, there is no steady state with a �nitevirus onentration and the virus population eventuallyesapes ontrol by the immune system. To illustratethis regime expliitly, it is instrutive to analyze thesituation with kmin = 0. In this ase, after elementaryintegration, Eq. (10) yieldsk(0)� k(t) + kr ln k(t)k(0) = at; (12)where a � nr�=p. This equation shows that the timeinterval orresponding to the ollapse of the immunesystem (this happens when k(t) reahes kr) is given by�t = 1a �k(0)� kr + kr ln krk(0)� : (13)For the virus onentration, Eq. (9) an be rewrittenas v = v0krk(t)� kr ; (14)where v0 � nr�=pkr.Typial dependenes of k and v on time, alu-lated using Eqs. (12) and (14), are exhibited in Fig. 1.The virus onentration is seen to be nearly onstantduring a long period (up to � 0:9�t), and then (at0:9�t < t < �t) the virus spirals out of ontrol. Wenote that the growth of v is far from purely exponen-tial, beause the indution phase is very long and theollapse is reahed during a �nal time interval. Choos-ing a in Eq. (13) suh that �t � 10 years, we an useEq. (14) to desribe typial real runs of persistent HIVinfetion.6. NUMERICAL CALCULATIONSTaking into aount that the auray of the mean-�eld and steady-state approximations is open for de-bate, we present results of numerial alulations (with

k
/
k

c
r

v
/
v 0

0.2 0.4 0.6 0.8 1.0
t/∆t

0

1

2

0

5

10

15

20

Fig. 1. Virus population v and the parameter k har-aterizing the e�ay of the immune system, as afuntion of time aording to Eqs. (12) and (14) withk(0)=kr = 2kmini = 0) illustrating the HIV esape from ontrol ofthe immune system.In general, the number of variables and kineti pa-rameter values in Eqs. (1)�(3) may be huge (up toabout 105 [6℄) and their hoie may re�et many realdetails. To not obsure the main message, we use arelatively simple proedure of the spei�ation of thevalues of the model parameters and show that even inthis ase, the model behavior is very robust.To speify the kineti parameters, we �rst note thatthe onentrations vi and xi an be normalized to arbi-trarily hosen onentrations and an therefore be di-mensionless. With this hoie used here, the dimensionof all the rate onstants should be day�1. The valuesof the kineti parameters should be distributed in a rel-atively wide range and hosen suh that the model rea-sonably desribes all the stages of the infetion on thetime sale orresponding to reality. In our alulations,we use n = 10 and distribute the kineti parameter val-ues at random as follows: ri is in the range from 0.2 to0.4 day�1, pi is in the range from 2 to 4 day�1, �ij isin the range from 0 to 0.01 day�1, ki(0) and �i are inthe range 0.01 to 0.02 day�1, �i is in the range from0.001 to 0.002 day�1, and i is in the range from 10�4to 2 � 10�4 day�1. The initial onditions for Eqs. (1)and (2) are vi(0) = 0:01 and 0 for i = 1 and i > 1,respetively, and xi(0) = 0 for i � 1.981
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Fig. 2. Virus population (a) v = Pi vi and immuneresponse (b) x =Pi xi as a funtion of time. Panel shows the virus population during the �rst 200 days inmore detail. The solid lines orrespond to Eqs. (1)�(3).For omparison, the dashed lines show the kinetis pre-dited by Eqs. (1) and (2) in the ase where the rateonstants ki are independent of time. We note thatduring the �rst 200 days, the solid and dashed linespratially oinide. For this reason, the dashed linesare nearly or ompletely invisible on panels b and The viral kinetis obtained by integratingEqs. (1)�(3) with the parameters spei�ed above,are shown in Fig. 2. The model is seen to reprodueall the stages of the HIV infetion inluding (i) a rapidinrease in the viral load at the beginning of verimia(during the �rst six weeks), (ii) a sharp deline dueto immunologial ontrol (week 7), (iii) a long period(about ten years) of lateny, and (iv) a subsequent(after 10 years) inrease in the viral load orrespondingto the onset of AIDS.For omparison, we also show in Fig. 2 the kinetispredited by Eqs. (1) and (2) in the ase where the rate

onstants ki are independent of time. In this ase, asexpeted, the model desribes only stages (i)�(iii).7. CONCLUSIONWe have proposed a new model of the kinetis ofHIV infetion. In addition to the onventional ingredi-ents, it aounts for slow irreversible (on the one-yeartime sale) hanges in the immune system related toits interation with virus. Our analysis shows that themodel reasonably desribes all the stages of the HIV in-fetion even with the simplest hoie of the parametervalues. Spei�ally, we show that the slow irreversiblehanges in the immune system may play a key role inthe HIV esape from ontrol of the immune system. Ifneessary, we an inrease n and/or speify the param-eter values in more detail, e.g., introdue orrelations ofthe mutation rate onstants. Suh modi�ations do nothange our onlusions. As already noted, the behaviorof the model is fairly robust.Physially or hemially, the viral kinetis (Figs. 1and 2) predited by our model represents an exampleof kineti explosion. In di�erent systems, the drivingfores behind kineti explosion are di�erent, and henethe orresponding equations are usually far from uni-versal. For omparison, we mention the analysis of thekinetis of �explosions� in heterogeneous atalyti rea-tions [22℄.Finally, it is appropriate to reall that 25 yearsafter the start of the HIV epidemi, the world is stillontending with more than 27 million HIV-relateddeaths to date, and an estimated 4.9 million newinfetions eah year [23℄. Sine the �rst observations ofHIV, the experiments, simulations, and trials to designthe orresponding therapies are primarily fousedon HIV mutations. There is no doubt that this keyfeature of HIV should be explored, desribed, andtreated in detail. On the whole, however, the HIVesape from ontrol of the immune system seems toresult from a omplex interplay of various fatorsinluding slow degradation of the system. Our goalwas to artiulate and illustrate this point by using ageneri model. The key new ingredient of our model(Eq. (3)) was introdued phenomenologially. Thesrutiny of biohemistry and/or biophysis behind thisequation is of high interest.This work is a part of the FP6-projet STREPNANOCUES funded by the European Commission andis partially funded by the Chalmers Biosiene Pro-gram, the Swedish Siene Counil, and the Foundationfor Strategi Researh.982
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